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Abstract

Recent advances in conversational Al have
been substantial, but developing real-time sys-
tems for perceptual task guidance remains chal-
lenging. These systems must provide inter-
active, proactive assistance based on stream-
ing visual inputs, yet their development is
constrained by the costly and labor-intensive
process of data collection and system evalua-
tion. To address these limitations, we present a
comprehensive framework with three key con-
tributions. First, we introduce a novel data
curation pipeline that synthesizes dialogues
from annotated egocentric videos, resulting in
PROASSIST, a large-scale synthetic dialogue
dataset spanning multiple domains. Second,
we develop a suite of automatic evaluation met-
rics, validated through extensive human stud-
ies. Third, we propose an end-to-end model
that processes streaming video inputs to gener-
ate contextually appropriate responses, incor-
porating novel techniques for handling data
imbalance and long-duration videos. This
work lays the foundation for developing real-
time, proactive Al assistants capable of guid-
ing users through diverse tasks. Project page:
https://pro-assist.github.io/

1 Introduction

Recent advances in multimodal language models
have transformed various aspects of human-Al in-
teraction (Achiam et al., 2023; Team et al., 2024;
Dubey et al., 2024). However, developing Al sys-
tems capable of providing real-time, interactive
guidance for physical tasks remains a significant
challenge (Bao et al., 2023). Ideally, as illustrated
in Figure 1, such an assistant should proactively
guide users through each step of a task based on a
high-level goal, determining both when and how to
communicate through continuous processing of the
environment and understanding of task objectives.
This requires the system to handle streaming video

* Work partially done at Meta.

Can you help me make a
carrot stir-fry for lunch?

Great choice! Let’s start by
peeling the carrots.

Great work on peeling! Now,
let’s move on to chopping the
carrots so they’ll cook faster.

The board is getting a little
crowded. How about

moving some carrots to the
pan to free up some space?
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Figure 1: An example conversation between user and
their task assistant. The assistant receives real-time
video streams from the user’s perspective, and provides
proactive guidance to assist with the task. Images ex-
cerpted from Ego4D (Grauman et al., 2022).
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inputs while simultaneously managing diverse user
interactions including requests, questions, and com-
ments, and offering timely guidance upon detecting
the completion of each task step. The dual chal-
lenge of determining both appropriate response
timing and content through real-time processing of
long-horizon video inputs makes task guidance a
particularly complex problem.

Despite significant progress in component tech-
nology such as action recognition (Damen et al.,
2020; Grauman et al., 2022), mistake detection
(Sener et al., 2022; Wang et al., 2023b; Lee et al.,
2024), and question answering (Wong et al., 2022;
Ilaslan et al., 2023), we are still far from enabling
the holistic ability to generate appropriate dialogue
responses for task guidance. Two major challenges
have hindered progress toward this goal: the lack
of large-scale and diverse training data, as exist-
ing datasets are primarily constrained by labor-
intensive Wizard-of-Oz setups limited to single
domains (Bao et al., 2023; Wang et al., 2023b);
and the lack of scalable evaluation frameworks for
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assistant dialogue generation that could serve as
efficient proxies for human evaluation to support
rapid and reproducible model comparisons during
system development.

To address these limitations, we propose a new
problem of proactive assistant dialogue generation
from streaming videos and develop comprehen-
sive resources to approach this problem. We in-
troduce an automated approach for synthesizing
task-oriented dialogues from well-annotated ego-
centric video datasets (Song et al., 2024b; Huang
et al., 2024; Grauman et al., 2024; Damen et al.,
2020; Sener et al., 2022), resulting in PROASSIST—
a large-scale synthetic dialogue dataset containing
30,135 dialogues across 479 hours of video in cook-
ing, object manipulation, assembly, and laboratory
domains. Our method leverages state-of-the-art
large language models (Achiam et al., 2023; An-
thropic, 2024; Dubey et al., 2024) to generate realis-
tic assistant-user interactions, using detailed times-
tamped video descriptions to maintain temporal
alignment. For systematic evaluation, we propose
two complementary automatic metrics: a pairwise
approach based on sentence matching and an end-
to-end approach utilizing LLM-as-a-Judge (Zheng
et al., 2023). Through extensive human studies,
we validate both the quality of our synthetic data
and the alignment between our proposed metrics
and human judgment, establishing PROASSIST as
a reliable benchmarking resource.

Based on PROASSIST, we develop an end-to-
end multimodal large language model (MLLM)
for generating contextually appropriate responses
from streaming video inputs. Building upon the
VideoLLM-Online architecture (Chen et al., 2024),
we introduce two key innovations: negative frame
sub-sampling to improve response timing decisions,
and iterative progress summarization to enable ef-
ficient processing of long video sequences. Our
experimental results demonstrate the effectiveness
of these modeling techniques while providing valu-
able insights into the complexities of perceptual
task guidance.

2 Related Work

Interactive Assistant for Task Guidance. Task
guidance systems have evolved from early rule-
based policies (Ockerman and Pritchett, 1998,
2000) to perception-enabled but task-specific so-
lutions (Leelasawassuk et al., 2017; Reyes et al.,
2020; Lu and Mayol-Cuevas, 2019; Wang et al.,
2016; Sato et al., 2014; Bao et al., 2023). Re-

cent research has primarily focused on develop-
ing components for single-domain systems (Wang
et al., 2023b), including environment understand-
ing (Wong et al., 2022; Ilaslan et al., 2023), user
behavior analysis (Damen et al., 2020; Grauman
et al., 2022; Huang et al., 2024), and mistake de-
tection (Sener et al., 2022; Lee et al., 2024; Peddi
et al., 2023). Our work differs by evaluating end-to-
end dialogue generation capabilities of a general-
purpose system across multiple domains.

Synthetic Dialogue Generation. Synthetic dia-
logue generation has proven effective for creating
large-scale datasets in both text-only (Shah et al.,
2018; Mohapatra et al., 2021; Rastogi et al., 2020)
and multimodal scenarios (Kottur et al., 2021; Wu
et al., 2023; Zhan et al., 2024; Moon et al., 2020).
Recent LL.Ms have shown remarkable capabilities
in simulating human behavior (Park et al., 2023),
particularly valuable for low-resource scenarios
(Li et al., 2022; Abdullin et al., 2024; Chen et al.,
2023). While previous work has demonstrated the
feasibility of generating dialogues about visual con-
tent using structured descriptions (Liu et al., 2024a;
Maaz et al., 2023; Luo et al., 2023; Chen et al.,
2024), our approach uniquely employs a dedicated
LLM pipeline to generate natural assistant-user in-
teractions for egocentric task completion videos.

Multimodal Dialogue Modeling. The success
of large language models (LLMs) (Brown, 2020;
Ouyang et al., 2022) has led to the development
of multimodal variants (MLLMs) capable of han-
dling both image-based (Alayrac et al., 2022; Liu
et al., 2024a; Li et al., 2023a; Zhu et al., 2023b)
and video-based dialogues (Li et al., 2023b; Lin
et al., 2023; Maaz et al., 2023; Song et al., 2024a;
Yang et al., 2023; Zhang et al., 2023). However,
these models typically operate in an offline setting
with access to complete videos. While VideoLL.M-
Online (Chen et al., 2024) represents a significant
step toward online video processing, it primarily
focuses on short video clips. Our work extends the
model with novel techniques specifically designed
for task guidance scenarios, introducing mecha-
nisms for response timing decisions and efficient
processing of long-horizon videos.

3 Proactive Assistant Dialogue
Generation from Streaming Videos

3.1 Problem Definition

The goal of a proactive assistant system is to gener-
ate prompt, appropriate, and helpful guidance from



Task: Prepare
Seafood Stir-Fry

Recipe

1. Prepare ingredients:

| [1.5s] User: Hi, I want to prepare a seafood stir-fry.

wash and cut fish, crab

I [2.0s] Assistant: Great choice! To start, let's prepare the cutting board. Can you take it out and wash it?

stick, and sausage.

2. Prepare vegetables:

| [9.5s] Assistant: The sink looks full. You can put the pot on the cooker.

wash and cut. [ [25.55] User: How do I wash it?

3. Heat oil in a pan and

add ingredients: fish,

crab stick, sausage, and

I [33.5s] Assistant: Now, take out the knife and wash it as well. Make sure it's clean and dry before we start cutting.

vegetables.

4. Stir-fry the ingredients
5. Adjust heat and conti-

[48.0s] Assistant: Let's get the ingredients. Can you open the refrigerator and take out the egg, crab stick, and fish?
Take out the egg first, we won't be using it for a bit.

nue cooking until done.

| [75.5s] User: How do I prepare the crab stick

6. Season and serve.

I [25.5s] Assistant: Just rinse it with some water and dry it with a towel. We want it clean and dry for cutting. I

I [75.5s] Assistant: We will need to wash it thoroughly. Start by opening the package.

Figure 2: A cooking task example from PROASSIST, derived from EpicKitchen. The task goal, recpie and dialogue
are generated through our synthetic data curation pipeline (dialogue partially shown due to space constraints).

egocentric video streams in real time. We formu-
late this problem as a streaming video-to-dialogue
generation task. Given a video stream of 7" frames,
our objective is to generate a sequence of assis-
tant responses s1.7 that maximizes the conditional
probability:

sir = argmax [ [ P(silvrs, s1e-1,k) (1)

where s; represents the assistant’s response at time
step t (either a textual message to user or & for
keeping silence), v; denotes the multimodal input
including the video frame and optional user utter-
ance input, and k represents optional task knowl-
edge (e.g., arecipe). The task begins when the user
provides a goal through text input. When £ is pro-
vided, we term this knowledge-conditioned evalua-
tion, reflecting a realistic retrieval-augmented setup
for real-world systems. This formulation requires
the assistant to determine both when to speak and
what to say based on current visual context, dia-
logue history, and task understanding.

3.2 PROASSIST: A Synthetic Dialogue Dataset
We now describe our approach for the creation of
PROASSIST. We first collect egocentric videos
that are extensively annotated with timestamped
user action descriptions from six public dataset:
Ego4D-Goalstep (Grauman et al., 2022; Song
et al., 2024b), EpicKitchen (Damen et al., 2020),
HoloAssist (Wang et al., 2023b), Assembly101
(Sener et al., 2022), EgoExoLearn (Huang et al.,
2024), and WTaG (Bao et al., 2023). The anno-
tations are processed into a standardized format,
[tI<description>, where [t] represents a times-
tamp or time span. Additional annotations such
as high-level task step and error correction labels
are similarly formatted and inserted in chronolog-
ical order whenever available. This unified repre-
sentation enables LLMs to effectively understand

ongoing activities at each time step.

Building on these annotations, we design a data
curation pipeline consisting of the following steps:

1. Task Goal and Recipe Generation: We first
prompt the LLM to summarize the task goal and
generate a task recipe based on the video descrip-
tions. This step will be skipped if the dataset
already includes these elements (e.g., WTaG).
The generated goal serves as the initial user in-
put describing the task, while the recipe supports
knowledge-conditioned evaluation (§6.1).

2. Video Pre-Filtering: Non-procedural, multi-
tasking, or incompletely annotated videos are fil-
tered out to ensure dataset quality.

3. Multi-Round Dialogue Generation: Dialogues
are generated using three types of user behavior:
no talk (i.e., silent except for giving the goal), talk
some (occasional task-related questions), and talk
more (frequent conversational interactions). Inputs
include the goal, video descriptions, and user be-
havior type. To handle long video descriptions, we
adopt a multi-round generation approach, dividing
videos into chunks and generating dialogues incre-
mentally to stay within the LLM’s context window.
Afterward, we prompt the LLM for a refinement
pass to improve dialogue naturalness and coher-
ence. At this step, we generate 10 dialogues per
video, distributed across user types in a 2:4:4 ratio.

4. Dialogue Annotation: The generated dialogues
are then labeled by LLM, including assistant in-
tent (instruction, mistake correction, feedback) and
response type (responsive or proactive). Addition-
ally, we also generate a summary of progress at
each assistant turn for the user’s progress so far,
which will be used to support the iterative progress
summarization approach (§5.3).

5. Automatic Quality Evaluation and Post-



Filtering: We perform automatic evaluations to
ensure the dialogues meet high standards, assess-
ing timing precision, task step coverage, and as-
sistant responsiveness. Low-quality dialogues are
filtered out from the training set. For the validation
split, we retain only the highest-scoring dialogue
per user type, splitting them evenly into validation
and test sets. This process removes approximately
25% of dialogues and 41 hours of video. Final data
statistics are shown in Table 1.

We leverage LLaMA-3.1-70B-Instruct (Dubey
et al., 2024) as the LLM for all the aforementioned
steps. An example dialogue generated through this
pipeline is shown in Figure 2. To ensure the safety
of our generated dataset, we applied the LLaMA-
Guard-3-8B model' to all generated dialogues for
safety classfication. The classifier flagged 17 in-
stances (0.05%) as potentially unsafe. Upon man-
ual inspection, we found no actual issues in these
flagged cases, indicating that they were likely false
positives. More details including the prompt for
each step, data distributions and dialogue examples
are available in the Appendix.

Subset Video Hour #Videos #Dialogues
Ego4D 136.6/11.6/13.2 382/32/33  3182/96/99
HoloAssist 107.0/7.6/6.8 1436/97/97 7052/291/291
EgoExoLearn 68.5/8.8/9.4  321/41/41 3210/123/123
Assembly101  43.1/6.9/7.2 756/112/112 7492 /336 /336
EpicKitchens 34.0/42/4.1 320/50/50 6376/150/150
WTaG 71/12/713 40/7117 786/21/21
Total 478.7 3934 30135

Table 1: Data statistics of PROASSIST for train/valida-
tion/test splits. More statistics in Appendix A.3.

4 Evaluation of Proactive Task Assistant

Evaluating interactive dialogue systems is inher-
ently challenging (Deriu et al., 2021), particularly
for proactive task guidance where both response
timing and content must be assessed. While di-
rect human evaluation through system interaction
would be ideal, the high cost makes it impracti-
cal for large-scale benchmarking, especially during
rapid development cycles. We therefore propose an
offline evaluation framework that enables efficient,
automatic dataset-based assessment.

Our framework aims to measure the overall help-
fulness of a system’s sequential predictions s;.7 for
a video stream v1.7 (as defined in Eq.1) by compar-
ing them against ground-truth dialogue 5;.7. This
comparison is challenging due to the potential long
task horizon and the need to evaluate predictions

"https://huggingface.co/meta-llama/Llama-Guard-3-8B

that may differ from ground-truth in both timing
and content. Below, we introduce two evaluation
metrics designed to address these challenges.
Pairwise Evaluation via Sentence Matching
Our first metric evaluates system performance by
matching each predicted utterance with semanti-
cally similar and temporally aligned reference ut-
terances. Based on these matches, we compute
three metrics: precision (matched predictions over
total predictions), recall (matched predictions over
total references), and F/ (their harmonic mean).
To identify optimal matches, we apply bipartite
matching based on a cost matrix combining both
semantic and temporal alignment costs. The se-
mantic cost between predictions s; and references
5j is defined as:
s(i,j):{l | ) ifs; =0
1 — sim(e(s;),e(55)) else
where e(-) is the sentence embedding function and
sim(-) denotes cosine similarity. The temporal
cost encourages matching with temporally proxi-
mate messages:
d(i’j):{\i—j]f" ifi —je|-L,R)
00 else
where p controls the cost increase rate with time
difference, while R and L define maximum allow-
able time differences for predictions preceding or
following references. We set I < L to favor earlier
predictions, preventing the model from exploiting
future frame information. The final matches are
computed using the LAPJVsp algorithm (Jonker
and Volgenant, 1988) with a weighted sum of both
costs. More details are provided in the Appendix.
End-to-End Evaluation via LLM-as-a-Judge
Our ultimate goal is to evaluate the assistant’s over-
all usefulness to the user. While the pairwise match-
ing approach approximates this through prediction-
reference similarity, it cannot capture the flexibility
of different guidance strategies. Drawing inspira-
tion from recent LLM-based evaluation approaches
(Zheng et al., 2023; Liu et al., 2023; Maaz et al.,
2023), we propose using LLMs to directly assess
the quality of the overall assistance experience.
Given timestamped predictions and reference di-
alogues, we prompt an LLM to evaluate system
performance across four dimensions: correctness
of guidance and feedback, appropriateness of re-
sponse timing, efficiency of information delivery,
and overall helpfulness. Each aspect is rated on
a 5-point Likert scale from “very poor” to “excel-
lent”. For reliability, we average scores from three
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Figure 3: Left: Streaming video-to-dialogue generation using VideoLLM-Online. The model processes live video
frames and optional textual inputs to decide whether to speak or remain silent at designated decision points (yellow
stars), and autogressively generates assistant responses as needed. Learning when to speak faces significant class
imbalance due to the sparsity of speaking frames. Right: Illustration of iterative progress summarization. When
approaching its context length limit, the model generates a concise task progress summary, then restarts generation

with this summary incorporated into a new system prompt.

independent runs. The complete evaluation prompt
is provided in the Appendix.

Note that our metrics are generally applicable be-
yond PROASSIST to any dataset with ground-truth
dialogues. Moreover, the pairwise evaluation can
be applied to other streaming video-to-text tasks
requiring joint assessment of timing and content,
such as online action narration (see §6.1).

5 Proactive Assistant Dialogue Modeling

Next, we present our exploration into developing
a functional proactive assistant dialogue genera-
tion model. We begin with an analysis of existing
models to assess their feasibility in addressing our
problem. Then, we describe how we enhance a
baseline model with two novel techniques to en-
able it to tackle the unique challenges involved.

5.1 Feasibility Analysis of Existing Models

Streaming video-to-dialogue generation poses
unique modeling challenges to real-time video pro-
cessing and online text generation. Most existing
MLLMs (Lin et al., 2023; Maaz et al., 2023; Zhang
et al., 2023; Li et al., 2025; Moon et al., 2024; He
et al., 2024; Weng et al., 2025; Wang et al., 2024)
are designed for offline scenarios where the com-
plete video is available beforehand, making them
unsuitable for our setup. While state-of-the-art pro-
prietary MLLMs (Achiam et al., 2023; Anthropic,
2024; Team et al., 2024) can process interleaved
image-text inputs, they suffer from high API la-
tency and cost’> and often struggle to determine
appropriate response timing (Chen et al., 2024).
VideoLLM-Online (Chen et al., 2024) offers a vi-
able baseline for our task, as it specifically handles

%For example, deciding when and what to say at 2 FPS for
a 30-minute video requires making 6000 API calls.

live-streamed video inputs. As shown in Figure
3, the model processes interleaved video frames
and textual inputs by encoding frames into visual
tokens through a frozen pretrained image encoder
and a tunable projector layer. For each frame, it
predicts whether to respond at the last visual token
position, generating [EOS] to remain silent or ini-
tiating response generation otherwise. To enable
real-time interaction, it employs a compact frame
representation of 1-10 tokens, significantly fewer
than mainstream MLLMs.

However, VideoLLM-Online faces two key limi-
tations in our task guidance scenario: the difficulty
of learning when to speak due to the sparsity of
speaking moments, and the inability to handle long-
horizon tasks due to context window constraints.
In the following sections, we present our enhanced
model that addresses these challenges through two
novel techniques.

5.2 Learning When to Speak under Imbalance

Learning when to speak can be framed as a se-
quence of binary decisions, where at each step the
model must choose between speaking and remain-
ing silent. We denote frames requiring responses
as positive samples and those requiring silence as
negative samples. As shown in Figure 3 (left), the
speaking decision points (yellow stars) demonstrate
a significant imbalance, with far more negative
samples (predicting [EOS]) than positive ones (pre-
dicting Assistant). This imbalance creates a chal-
lenging learning problem, as directly optimizing
cross-entropy on the original distribution leads to a
classifier biased toward silence.

We propose Negative Frame Sub-sampling
(NFS) to address this challenge. During training,
we compute gradients only for positive frames and



a uniformly sampled subset of negative frames,
comprising a proportion p of total negative samples.
The loss remains unchanged for non-decision po-
sitions to maintain response generation capability.
This approach can be efficiently implemented by
adjusting the gradient computation mask without
modifying model inputs. Furthermore, dynamically
resampling negative samples each epoch ensures
all positions can potentially contribute to learning
over time, enhancing model robustness.

5.3 Iterative Progress Summarization
Long-horizon tasks (e.g., hour-long videos) chal-
lenge models in tracking goals and progress over
time during both training and inference. Hardware
constraints (e.g., GPU memory) during training en-
force fixed-length sequence processing (L), forcing
truncation of longer samples?, causing substantial
information loss and hindering the learning of long-
horizon task progressions. During inference, con-
text length limitations similarly restrict processing
to tasks within the model’s training window.

We introduce Iterative Progress Summarization
(IPS) to overcome these issues, enabling continu-
ous task tracking via dynamic memory compres-
sion. As shown in Figure 3 (right), when approach-
ing context limits, the model generates a concise,
task-relevant progress summary. Generation then
resumes with this summary incorporated into the
initial system prompt for the next processing seg-
ment. In training, long videos are preprocessed into
context-fitting chunks with summaries carried for-
ward. Critically, unlike methods requiring special-
ized training (Wang et al., 2023a; Chevalier et al.,
2023), IPS integrates with standard LLLM training,
enabling our model to handle potentially infinite-
length video streams while maintaining task and
progress tracking.

6 Experiments

6.1 Experiment Setups

Baseline Task. While we primarily evaluate our
model on proactive assistant dialogue generation,
we also include egocentric action narration as a
baseline task, where the model describes the cam-
era wearer’s actions in real-time. Action narration
serves as a simpler variant of streaming video-to-
text generation that mainly requires visual percep-
tion capabilities. By comparing performance be-
tween action narration and dialogue generation, we

3For example, 86% of samples from the Ego4D subset of
PROASSIST must be truncated when L=4096 and each frame
is encoded as 10 tokens.

Action Narration Dialogue Generation
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0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Figure 4: Model performance under different speaking
decision threshold. The trade-off between precision and
recall exists across both tasks.

can better understand how well our model handles
capabilities beyond visual perception, such as situ-
ational reasoning and progress tracking, which are
essential for effective task guidance.
Knowledge-Conditioned Evaluation. We intro-
duce a knowledge-conditioned evaluation setup
where the model receives task-specific instructions
(e.g., recipes) as a system prompt after the user
states their goal. This setup mirrors real-world
scenarios where assistants access user-provided
recipes or retrieved knowledge to offer guidance.
Speaking Decision Threshold. At inference time,
we convert the model’s probabilistic token predic-
tions into binary decisions using a threshold 6: the
model remains silent if the probability of [E0S]
exceeds . Our experiments show that model per-
formance is highly sensitive to 6, with a clear
precision-recall tradeoff (Figure 4). We use the
0 with the highest validation F1 score for testing.
Model Variants. We implement three variants of
VideoLLM-Online, with different number of visual
tokens per frame: I = 1,5, 10. The model is intu-
itively better at visual perception with more tokens,
with a cost of computationally more expensive.
Implementation Details. We use LLaMA-3.1-8B-
Instruct (Dubey et al., 2024) as the backbone and
SigL.IP-SO400M (Zhai et al., 2023) as the frame
encoder for VideoLLM-Online. For training, we
adopt a single stage training on mixed data of di-
alogues both with and without knowledge from
PROASSIST, Ego4D online action narration, and
some auxiliary vision-language datasets, resulting
in a single model that can be tested with different
setup and tasks. See the Appendix for more details.

6.2 Dialogue Quality of PROASSIST

To validate PROASSIST as a reliable resource for
studying proactive assistant dialogue generation,
we conducted a comprehensive human evaluation
of the synthetic dialogues. We uniformly sam-
pled 100 dialogues from the test split across all
six data subsets, covering three user types (i.e., no



Correctness Helpfulness Alignment Naturalness

All 327 £079 346 +077 291 +100 3.54 +o070
- No Talk 327 070  3.47 o074 275 +09 3.32 +079
- Talk Some 323 +086 3.37 +o0s0 293 +101 3.50 074
- Talk More 332 +07 3.53+076 3.05+099 3.80 +044
HoloAssist-Gen 3154091 3.40 +049 2.65+091  3.60 +073
HoloAssist-Human 2.88 +105  2.62 +111 275 +109  2.50 +1.32
WTaG-Gen 3.50 £050  3.50 092 3.15+111 3.65 +073
WTaG-Human 3.60 049  3.60 +066 3.60 +066 3.60 +0.66

Table 2: Human evaluation of the generated dialogue
quality. For HoloAssist and WTaG where human-
collected dialogues are available, we evaluate them us-
ing the same approach for a side-by-side comparison
with our generated dialogues.

talk, talk some, and talk more). Two annotators
evaluated each dialogue along four dimensions us-
ing a 4-point Likert scale (1=bad, 2=fair, 3=good,
4=excellent): correctness of guidance, helpfulness
of assistance, alignment with video content, and
naturalness of dialogue (detailed rubrics in Ap-
pendix). The evaluation achieved a weighted inter-
rater agreement of 81%, indicating strong consen-
sus. As shown in Table 2 (top), the synthetic dia-
logues demonstrate consistently high quality, with
average scores exceeding 3 across all dimensions.
Notably, dialogue quality correlates with user inter-
action frequency, with more interactive dialogues
scoring higher, particularly in naturalness.

Direct Comparison to Human Dialogues. To
contextualize these results, we additionally evalu-
ated human dialogues from HoloAssist and WTaG
on the same samples, enabling direct compari-
son between synthetic and human dialogues. Ta-
ble 2 (middle and bottom) shows that PROAS-
SIST’s synthetic dialogues match or outperform
their human-collected counterparts across multiple
dimensions. This advantage is particularly notable
in the HoloAssist subset, where our generated dia-
logues achieve significantly higher scores in help-
fulness, correctness and naturalness. Qualitative
analysis reveals that human-collected dialogues of-
ten contain artifacts from Wizard-of-Oz collection
setups, where untrained individuals acting as as-
sistants may not maintain consistent professional
standards. In contrast, PROASSIST dialogues are
designed to emulate standardized, professional as-
sistant interactions, resulting in more consistent
and helpful guidance. These results validate the
effectiveness of our data curation pipeline in pro-
ducing high-quality synthetic dialogues.

6.3 Validation of Proposed Metrics

To measure whether our proposed metrics align
with human judgment for model assessment, we

Metric P S Metric A.N. D.G.
F1 vs Human 0.35™ 0.32" F1 0.80 0.67
Overall vs Human 0.47" 0.44" Precision 0.53 0.42
Overall vs F1 0.67"" 0.64™ Recall 047 0.63

Table 4: Match rate
between human and
metric-based selec-
tion of the best 6.

Table 3: Pearson and Spearman
coefficient between our metrics
and human judgment (*: p <
0.05, **: p < 0.01).

conducted two human evaluations.

Correlation with human preference in model
ranking. We selected 50 random tasks and col-
lected predictions from three model variants, differ-
ing in tokens per frame and access to ground-truth
recipes. Annotators ranked these predictions from
best to worst (allowing ties), for comparison with
rankings from our pairwise F1 score and LLM over-
all helpfulness score. Table 3 shows that both met-
rics correlate positively with human judgment, with
LLM scoring showing stronger alignment. We note
that these correlation scores match those of pre-
vious automatic dialogue evaluation metrics (Yeh
et al., 2021; Zhang et al., 2021), despite our ad-
ditional challenge of measuring response timing.
These results establish a baseline for developing
metrics with better human correlation.

Validation of speaking threshold selection. The
speaking threshold 6 is a crucial hyperparameter
that controls the model’s balance between conser-
vative and impulsive talking styles. To validate our
use of validation F1 score for selecting 6, we com-
pared human preferences across different thresh-
olds with our metric-based selections. The F1
score demonstrated the highest alignment with hu-
man preferences compared to precision and recall,
achieving agreement rates of 0.8 for action narra-
tion (A.N.) and 0.67 for dialogue generation (D.G.),
confirming its effectiveness as a selection criterion.

6.4 Result Analysis

We analyze our experimental findings to understand
the challenges of proactive task guidance and eval-
uate the effectiveness of our proposed techniques.
Limited gains from improved perception in dia-
logue generation. Table 5 shows that while in-
creasing tokens per frame (/) substantially im-
proves action narration performance, it provides
minimal benefits for dialogue generation. This in-
dicates that effective task guidance requires more
than just better visual perception. While the model
becomes better at recognizing user actions, it still
needs additional capabilities—such as long-horizon
progress tracking, situational reasoning, and knowl-



Action Narration

Dialogue Generation

Model Precision Recall  F1 Precision Recall  F1 Correctness Promptness Efficiency Overall
I=1 43.61 61.86 51.16 51.26 24.72 3255 2.15 247 2.11 2.11
I=1 (w/ klg) - - - 49.57 28.58 3543 2.46 2.78 231 2.36
I=5 62.81 61.12 61.96 44.41 26.36 32.62 2.13 2.46 2.09 2.10
I=5 (w/ klg) - - - 44.24 3152 36.25 2.50 2.78 2.34 2.41
I=10 66.17 65.08 65.62 36.97 30.04  32.77 2.19 2.50 2.11 2.15
I=10 (w/ klg) - - - 37.54 3493  36.07 2.53 2.83 231 242

Table 5: Model evaluation results. Comparisons can be made across different tasks (Action Narration vs. Dialogue
Generation), model variants (I=1, 5, or 10), and knowledge access setups (w/ or w/o knowledge).

Action Narration Dialogue Generation

Model

Precision Recall F1 | Precision Recall Fl1

Baseline 20.5 56.6  30.1 49.6 259 329
p=0.2 56.4 40.6 472 48.5 26.7 335
p=0.1 51.3 68.6  58.7 48.0 275 344
p=0.01 58.5 529 555 359 33.0 342
Table 6: Improvement from negative frame sub-

sampling under different sub-sampling ratios.

Methods ‘ Precision Recall Fl
Drop-Middle 30.4 259 257
IPS (Ours) 49.6 259 329

Table 7: Comparison between inference-time context
management method for long video processing.

edge application—to provide meaningful guidance.
These results highlight the fundamental challenges
in our new problem formulation and emphasize the
importance of higher-level reasoning capabilities.
Benefits of task-specific knowledge. Table 5 also
shows that providing the model with ground-truth
knowledge (e.g., recipes) significantly improves
guidance quality across all metrics. This improve-
ment suggests that accessing recipes enables the
model to align its guidance strategy with the spe-
cific plan shown in the video. This is critical for
evaluation with pre-recorded demonstrations where
multiple valid solutions exist but only one is shown.
Without such knowledge, the model might be penal-
ized for suggesting equally valid alternatives. We
therefore recommend the knowledge-conditioned
setup as the standard configuration for our eval-
uation framework. Becides, these findings also
highlight the importance of retrieval-augmented
generation (RAG) with task-relevant knowledge to
improve real-world proactive assistant systems.
Effectiveness of Negative Frame Sub-sampling
(NFS). We apply NFS with different sampling ra-
tios p. As shown in Table 6, training with NFS
consistently improves the model’s response timing
decisions, with higher F1 scores across both tasks.
The optimal performance is achieved at p = 0.1,
which we adopt for all subsequent experiments.

Subset ‘Correctness Promptness Efficiency Overall
Ego4D 2.07 2.32 2.06 2.02
HoloAssist 2.13 2.55 2.13 2.08
EgoExoLearn 1.90 2.27 1.95 1.93
Assembly101 1.94 2.24 1.98 1.93
EpicKitchens 2.07 2.26 2.04 2.02
WTaG 2.79 3.16 2.51 2.67

Table 8: Per-subset performance across domains.

Effectiveness of Iterative Progress Summariza-
tion (IPS). Direct ablation of IPS is infeasible,
as the evaluation cannot complete for videos ex-
ceeding the model’s training context length. We
instead compare against a modified version of
StreaminglLLM (Xiao et al., 2024)—a context man-
agement approach that handles memory constraints
by dropping middle tokens while preserving initial
task goals. Table 7 shows that IPS significantly
outperforms this baseline, demonstrating its effec-
tiveness in long-term task progress tracking.

Task familiarity impacts performance. Table
8 reveals significant performance variation across
PROASSIST subsets. The model performs notably
better on WTaG tasks, which contain only three
unique tasks that appear in training (albeit in differ-
ent environments during evaluation). In contrast,
performance drops substantially for EgoExoLearn
and Assembly101 tasks, due to relatively less train-
ing samples available for laboratory and assembly
domains. These results highlight the need to im-
prove generalization to new tasks and domains.

7 Conclusion

We introduce a novel framework for perceptual
task guidance through streaming video dialogue
generation, supported by PROASSIST-a large-scale
synthetic dataset, validated evaluation metrics, and
an enhanced end-to-end model. Our experiments
reveal that while visual perception alone has lim-
ited impact, task knowledge and effective memory
mechanisms significantly improve performance.
We hope the curated data, new evaluation metrics,
and our baseline models will provide much needed
resources and insights, establishing a foundation



for advancing real-time Al assistance.

Limitations

Our dialogue synthesis pipeline, while carefully
designed, has room for improvement in quality con-
trol. As shown in Table 2, the alignment between
dialogues and video content requires enhancement.
Future work could leverage more advanced LLMs,
refined prompt engineering, or incorporate multi-
modal models to increase synthesis quality.

The dataset’s reliance on pre-existing video an-
notations limits its scalability, as such annotations
are expensive and time-consuming to obtain. Re-
cent advances in multimodal LLMs (Achiam et al.,
2023; Anthropic, 2024; Team et al., 2024) open the
possibility of generating dialogues directly from
raw videos, which could make data synthesis more
efficient and scalable.

While our automatic evaluation metrics show
promise, their validation is limited to our current
experimental setup. These metrics need broader
testing across diverse models, performance levels,
and related tasks. Additionally, our text-only evalu-
ation approach could be enhanced by incorporating
multimodal metrics that consider video content, to
establish more robust benchmarks for interactive
assistant systems.

Another limitation is that we do not explicitly
model utterance duration that regards precise user-
assistant turn-taking simulation. However, for the
core task defined in our work, determining when
and how to provide proactive guidance based on
streaming video context, evaluating the timing of
interventions is a starting point towards more elab-
orate timing/duration management in the future.

Finally, while our proposed proactive assistant
model is the first to tackle this challenge, its per-
formance remains suboptimal. As shown in Ta-
ble 8, even on the best-performing domain, the
model falls below acceptable thresholds in LLM
evaluation (overall scores below 3 out of 5). No-
tably, it struggles with response timing, dialogue
consistency, and delivering detailed guidance that
demands fine-grained perception. These limita-
tions underscore the need for better modeling of
speaking time, stronger visual-language alignment,
and enhanced visual understanding in streaming
dialogue generation.
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A Dataset

A.1 Synthetic Dialogue Data Generation
Details

Videos in PROASSIST are sourced from six exten-
sively labeled datasets: Ego4D (Grauman et al.,
2022) with GoalStep annotations (Song et al.,
2024b), EpicKitchen (Damen et al., 2020, 2022),
HoloAssist (Wang et al., 2023b), Assembly101
(Sener et al., 2022), EgoExoLearn (Huang et al.,
2024), and WTaG (Bao et al., 2023). Detailed
statistics and label types are summarized in Table 9.
When generating timestamped video descriptions
for these videos, we leverage all available labels
to provide a comprehensive understanding of the
video content. In cases where both coarse- and
fine-grained action labels are available, they are
organized into hierarchical formats for clarity. An
example of this unified timestamped video descrip-
tion, incorporating coarse and fine-grained actions,
mistake corrections, and assistant-user dialogues,
is shown in List 1.

style instructions that outline the key steps required
to complete the task, derived from the video de-
scriptions. For datasets where these elements are
already provided in their labels (EgoExoLearn,
WTaG), this step is skipped. During generation, we
observe that the LLM can sometimes be distracted
by irrelevant actions in the video descriptions, re-
sulting in less accurate or unstable outputs across
different sampling trials. To address this issue, we
employ a two-step process. First, we generate 10
candidate recipes* using the prompt shown in List
2. Next, we refine these recipes into a single cohe-
sive and integrated version by calling the LLM one
more time with the prompt in List 3.

[11.0s-28.2s] The user grabs the GoPro.

- [11.09s-12.2s] approach gopro

- [13.7s] assistant: "Okay."

- [15.1s] assistant: "You can pull the GoPro."
- [16.9s] user: "GoPro.”

- [17.09s-22.2s] grab gopro

- [22.2s-23.5s] flip bag

[29.9s5-66.2s] The user changes the battery for
the GoPro.

- [30.2s] assistant: "Change the Battery."

- [34.2s-41.0s] pull battery door

- [41.0s-42.3s] open battery door

- [43.5s5-45.0s] grab battery

- [45.1s-46.1s] withdraw battery

- [45.6s] assistant: "Take out the battery.”

- [47.5s-49.6s] place battery

- [48.8s] assistant: "Now, put it down”

- [49.7s-50.9s] lift battery

- [50.9s-51.7s] insert battery

- [58.8s] assistant: "Close it.”

- [59.8s-61.0s] close battery door

- [62.2s-63.5s] push battery door

- [67.0s] assistant: "Now change the micro SD."
[68.45-304.3s] The user opens the GoPro.

- [68.6s-70.8s] grab battery door

- [70.8s-72.7s] open battery door

- [72.7s-73.9s] press battery (ERROR: The user
presses the wrong place.)

- [73.9s] assistant: "No that one.”

Here is a video description of an experienced
user working on the task - {goal_description}:
{video_descriptions}

Try to infer the *xhigh-level*x recipe from the
descriptions. Note that the steps may not
belong to the same trial, so you have to infer
the correct order of the steps based on common
sense, and re-order the steps if necessary. Do
not hallucinate details that are not mentioned
in the descriptions. Also generate a more
*xinformative*x and *xdescriptive*x name for
the task based on provided descriptions. The
name should be a description of the task,
instead of the name of the recipe.

Give plain and concise text with numbered key
steps in the following format:
[task name] 1. ... 2.

Listing 2: Prompt for inferring task goal and recipe from
video descriptions.

Here are {num_repeats} {knowledge_type}s:
{recipes}

Some may be incorrect or incomplete. Please
give a single correct and complete
{knowledge_type} for the task, with numbered
key steps. Pick the title that is descriptive
for the task, instead of a {knowledge_type}
name.

Give plain, unformatted and concise text with
numbered key steps in the following format:

[task name]l 1. ... 2.

Do not include any other information or note.

Listing 1:
HoloAssist.

An example video description from

Next we provide additional details for each step
in our data curation pipeline.

Task Goal and Recipe Generation The objec-
tive is to generate a high-level task goal and recipe-

Listing 3: Prompt for task goal and recipe refinement.

Video Pre-Filtering The next step is to filter out
videos that are unsuitable for proactive assistant-
user dialogue modeling. First, we exclude videos

“We use vVLLM(Kwon et al., 2023) for efficient parallel
sampling.




Dataset Domain #Tasks #Videos Total Duration Avg Duration Labels
Ego4D-Goalstep (Grauman et al., 2022; Song et al., 2024b)) Cooking 86 851 368h 26m C+F
EpicKitchen (Damen et al., 2020, 2022) Cooking - 700 100h 9m F
HoloAssist (Wang et al., 2023b) Object Manipulation; Assembly 20 2221 166h 5m C+F+M+D
EgoExoLearn (Huang et al., 2024) Cooking; Laboratory Tasks 8 432 96h 13m C+F+R
Assembly101 (Sener et al., 2022) Assembly 101* 356 42h Tm C+F+M
WTaG (Bao et al., 2023) Cooking 3 56 10h 11m C+M+D+R

Table 9: Summary of egocentric video datasets used in PROASSIST. The statistics presented are as originally
reported in the corresponding papers before filtering. The number of tasks indicates the types of tasks in each
dataset, except for Assembly101, where it represents the unique number of toys. Label abbreviations are as follows:
C (coarse action labels), F (fine-grained action labels), M (mistake and correction labels), D (human-collected

assistant-user dialogues), and R (ground-truth recipes).

with low label coverage, as their descriptions may
lack sufficient detail to provide a clear understand-
ing of the content. Then, using the video descrip-
tions, task goals, and recipes generated in the pre-
vious step, along with the domain and recipe type
derived from the dataset metadata, we prompt the
LLM to classify each video into one of three cate-
gories:

* 0: The task does not belong to the target do-
main.

e 1: The camera wearer performs the target task
following the recipe.

* 2: The camera wearer performs other tasks
simultaneously while working on the target
task.

We keep only the videos classified as category 1 for
subsequent steps. To minimize noise, this classifi-
cation process is repeated 10 times for each task,
and the majority label is used as the final classifica-
tion.

Here is a video description of an user working
on the task - {goal_description}:
{video_descriptions}

Reference {knowledge_type}:
{knowledge}

Is this a {knowledge_type}? If so, was the user
likely to:

1. perform the task roughly following the
{knowledge_type} (**nox* need to be strict), OR
2. perform other tasks (or another trial of the
same task) simultaneously in a multi-tasking
manner?

Answer with your analysis, and end your
response with "Final answer: 1, 2 or 0" (@
denotes that the activity is not related to
{domain}).

Listing 4: Prompt for video pre-filtering.

Multi-Round Dialog Generation To simulate
realistic dialogues aligned with video content, we
design a detailed instruction prompt, as shown in
List 5. We incorporate dataset-specific instructions
to account for variations across data sources to
improve generation quality (List 6). To simulate
diverse user behaviors, we define three type of user
profiles that provide high-level guidelines for user
interaction:

e no_talk: The user follows the assistant’s in-
structions without speaking.

* talk_some: The user occasionally asks ques-
tions or seeks confirmation about instructions,
accounting for approximately 20% of the
steps.

* talk_more: The user is talkative, asking both
task-related and unrelated questions, account-
ing for approximately 40% of the steps.

Since we can sample different user behaviors for
the same video, our synthetic dataset can be easily
expanded by generating multiple variations. Specif-
ically, we create 10 dialogues per video, distributed
across user types in a 2:4:4 ratio. In practice, we
observe that very long videos can result in exces-
sively lengthy prompts, which may lead to poor
alignment between the video description and the
generated dialogue due to performance degradation
of LLMs when processing long contexts (Liu et al.,
2024b). To address this, we propose an iterative
approach to generate dialogues within a limited
time window chunk by chunk. For each chunk,
we provide only the video description correspond-
ing to that time window and up to the 10 most
recent dialogue turns to ensure contextual consis-
tency. This modification significantly improves
alignment between the video description and the
generated dialogue while stabilizing memory con-
sumption due to the reduced prompt length. After
generation, we conduct an additional refinement



step to enhance dialogue quality. Specifically, we ‘ [{start_time:.1f}s] to [{end_time:.1f}s]!

prompt the LLM to merge dialogue turns that oc-

.. . Listing 5: Prompt for dialogue simulation.
cur close in time, improve naturalness and fluency

by incorporating more coreference and pronouns,

; ] . HoloAssist: Note that the video description
make assistant responses more concise, and avoid

contains both the user’s actions and the

unfriendly behaviors. Refer to List 7 for details.

Here is a video description of an user working
on the task - {goal_description}:
{video_descriptions}

Your goal is to simulate a conversation between
the user and an assistant, where the user’s
actions are performed following the assistant’s
instructions. The user will first mention the
overall goal of the task. The assistant informs
the user about the next step at proper time.
Importantly, the assistant is proactive and
always provides the next step even before the
user asks for it. Before the task starts, the
assistant may also give a brief introduction
about the task. {additional_requirement}

Requirements for the assistant:

- Time is crucial! Try to generate the dialog
that strictly aligns with the video timeline.
- Try to cover all the essential steps in the
task. If the user asks a question at the time
the assistant should give the next step, the
assistant turn should include both the response
to the question and instruction about the next
step.

- Be helpful and friendly. If the user asks
something that has been explained before, the
assistant should still provide the information
with patience.

- Try to be encouraging when the user makes
progress, but do not overdo it.

- Be concise! The dialog is verbal, so avoid
long sentences.

- Do not say "can you do it for me"” to the user.

Requirements for the user:
{user_requirement}

Generation format:
[time] User:
[time] Assistant:
[time] Assistant:
[time] User:
[time] Assistant:

Note that the minimal interval between each
turn is 1 second, which means the user will
wait for at least 1 second after an assistant’s
turn, and two consecutive assistant’s turns
should have at least 1 second interval. Combine
close turns into a single turn if necessary.
One exception is that the assistant must
respond **immediately** when the user says
something (i.e. give a response right after an
user’s turn at the same time).

{dialog_history}

In this round, please **onlyx* generate the
dialog for the video from time

user-assistant dialog. Anchor the simulated
dialog to the existing dialog, and try to
rephrase the utterances to make them more
coherent and human-like. You may add a few more
turns around the x*essential steps** of the
task, which are the underlying intentions of
the action instead of the actions themselves.
Add a few turns to make the dialog more fluent
and helpful, but avoid being overwhelming.

EgoExoLearn: The simulated dialog should be
centered around the *xkey steps** of the task,
not every single action of the user. Try to
make the dialog more coherent and helpful as
what a human assistant will say.

Epickitchens: The simulated dialog should be
centered around the *xkey steps** of the task,
not every single action of the user. Note that
the user may make mistake or perform suboptimal
actions, the assistant should not give
instructions on those actions, but smartly
select right time to give guidance. Try to make
the dialog more coherent and helpful as what a
human assistant will say.

WTaG: Note that the video description contains
both the step description and the
user-assistant dialog. Anchor the simulated
dialog to the existing dialog, and try to
rephrase the utterances to make them more
coherent and human-like. Add more details such
as assistant feedback or user question during
long steps if necessary. Remember to generate
the response to user’s question even if there
isn’t one in the original dialog from the video
description.

Assembly101: The mistakes made by the user are
marked by (mistake: <mistake type>). If a
mistake happens, we want to simulate the dialog
in the way that the assistant helps the user
correct the mistake. To be more specific, the
assistant SHOULD NOT give instructions if an
action is ’wrong order’, ’previous one is
mistake’ or ’shouldn’t have happened’. Instead,
the assistant should give instruction of the
CORRECT next step (i.e. scan the future actions
and select the nearest correct action).
Afterwards, at the start of actions marked as
’correction’, the assistant should mention the
previous mistake and give insruction on how to
correct it based on the corrective action. For
’wrong position’ mistakes, the assistant can
give the instruction of that action, but need
to point out the mistake at the start time of
corrective action for that mistake.

Listing 6: Prompt specific for each dataset as additional
requirements.

Here is a conversation between a user and an
assistant:




{dialog_history}

For each assistant message, add labels
regarding the assistant’s initiativity and
intention:

Initiativity:

- initiative: The assistant says something
proactively without the user asking for it.
- responsive: The assistant responds to the
user’s question or comment.

Intention:

- instruction: The assistant gives an
instruction to the user.

- correction: The assistant corrects a mistake
made by the user, either proactively or
responsively. Suggestions for alternative
actions can also be included.

- info_sharing: The assistant shares some
information with the user, such as explaining
something or giving a tip.

- feedback: The assistant gives feedback to the
user, such as "good job” or "tips for
improvement”.

- other: Other intentions that do not fall into
the above categories.

Intention can be multiple, e.g., "instruction,
info_sharing".

Generation format:
[time] User:
[time] Assistant:
[time] Assistant:
[time] User:
[time] Assistant:

[initiativity|intentions]
[initiativity|intentions]

[initiativity|intentions]

When generating the dialog, you should also
refine the dialogue following these guidelines:
1. Merge turns that are close in time (less
than 1 second apart) into a single turn, when
the content is similar or related.

2. Use more coreference and pronouns to make
the dialog more coherent and human-like.

3. Decide the length of assistant messages
smartly. Make them more clear and helpful when
necessary, but keep them concise and to the
point in general.

4. Avoid repeating the same talking patterns or
phrases. For example, do not say "make sure
..." for every instruction.

5. Rephrase impolite or inappropriate language,
such as "as I have mentioned this earlier ...",
to be more friendly and helpful. But keep
concise and to the point.

6. Remove anything other than the dialog
itself, such as the user’s actions or
explanations of how the dialog is generated.
Do not just copy paste the original dialog!

sharing, feedback, and other) of each assistant turn.
We find such annotation can be effectively gener-
ated within the dialogue refinement step, using a
single LLM call with the prompt in List 7. Addi-
tionally, we generate progress summaries at each
assistant turn to support the iterative progress sum-
marization approach (§5.3. These summaries in-
clude details such as the elapsed time, the task goal
mentioned by the user, completed steps as progress,
topics discussed by the user, and the current state
or step of the task (List 8).

Here is a conversation between a user and an
assistant:
{dialog_history}

Summarize the task goal and progress so far,
including:

1. The task goal mentioned by the user.

2. What has been done.

3. Other topics mentioned by the user in the
conversation, if any.

4. The current state/step of the task.

Be faithful and try to include all the relevant
information.

Give your response in plain text of a single
line in the following format:
SUMMARY: <progress summary>

Listing 7: Prompt for dialogue refinement and intent
labeling for assistant turns.

Dialogue Annotation To facilitate the analysis
of our generated dialogues, we use LLM to anno-
tate the initiativity (responsive or initiative) and
intention type (instruction, correction, information

Listing 8: Prompt for progress summary generation

Automatic Quality Evaluation To evaluate the
quality of the generated dialogues, we assess their
alignment and step coverage with the correspond-
ing video descriptions. We first extract all time
steps from the video descriptions, denoted as 7T,
and all time steps from the generated dialogues, de-
noted as Ty. For each time step in 7y, we identify
its closest time step in 7T}, and compute the average
time difference across all pairs, normalized by the
number of dialogue turns. Similarly, for each time
step in 1, we find its closest match in T; and calcu-
late the average time difference, normalized by the
number of video description steps. These values
approximate the precision of dialogue turns relative
to the video (p) and the recall of task steps in the
video descriptions (r). Additionally, to ensure the
assistant remains responsive, we count the num-
ber of user turns without an immediate assistant
response as a penalty term nr. The final quality
score is computed as score = 10 —p —r — nr, the
higher the better.

Post-Filtering and Data Splitting We derive our
training set from the training splits provided by
each original dataset, while our validation and test-
ing sets are based on the respective validation splits.




For the training set, we filter out dialogues with
a score below 3. For the validation sets, we re-
tain only the highest-scoring dialogue for each user
type. If any dialogue for a video scores below 5,
the video is removed. From the remaining videos,
where each has three dialogues, we evenly split
them into validation and test sets. This process
removes approximately 25% of the dialogues and
41 hours of video.

A.2 Implementation Details

We utilize LLaMA-3.1-70B-Instruct (Dubey et al.,
2024) as the LLM for all the steps described above.
The model is hosted locally using vLLM (Kwon
et al., 2023), running a FP8-quantized version® on
four H100 GPUs. Although we use a specific LLM
for data generation, our pipeline is model-agnostic
and can be readily adapted to more advanced mod-
els with minimal prompt modifications. We hope
our open-sourced prompt designs will support fu-
ture efforts in curating higher-quality datasets with
more capable LLMs.

A.3 Data Statistics and Distributions

Figure 5 provides a comprehensive overview of
the PROASSIST data statistics. Specifically, Fig-
ure 5a presents the distribution of task domains by
video durations, showing that the dataset predomi-
nantly contains cooking tasks (58.3%), followed by
object manipulation (25.4%), assembly (12.0%),
and laboratory tasks (4.3%). Figure 5b illustrates
the dialogue length distribution, measured by the
number of turns per dialogue, highlighting a signifi-
cant variability with some dialogues exceeding 200
turns. Figure Sc shows the task duration distribu-
tion where the majority of tasks last under 20 min-
utes, while some extend up to an hour. Figure 5d vi-
sualizes the length distribution of user and assistant
utterances, as well as the generated progress sum-
maries. Assistant utterances are generally longer
(mean = 16.1 words) compared to user utterances
(mean = 6.5 words). For the generated summaries,
the average length is 91.3 words, with the largest
summary less than 200 words, showing that the
information can be successfully compressed into
such summarizes without growing linearly with the
dialogue. Figure 5e highlights assistant initiativity
and intention distributions across three user types.
As users speak more frequently, the assistant re-
sponds with more reactive utterances as expected.

5https://huggingface.co/neuralmagic/
Meta-Llama-3.1-70B-Instruct-FP8-dynamic

Regarding assistant intentions, the majority of utter-
ances provide instructions (over 60%), with infor-
mation sharing and feedback also being common.
Mistake corrections occur less frequently, primarily
because most of the videos used are error-free, un-
derscoring the need to collect more task execution
videos that include mistakes.

A4 Examples

See Figure 6-11 or example dialogues from
PROASSIST. Due to space constraints, only the
first 12 dialogue turns are displayed for each task.

B Additional Details of Evaluation
Metrics

B.1 Pairwise Evaluation

We utilize the all-mpnet-base-v2° model from
the Sentence-Transformers library (Reimers and
Gurevych, 2020) to compute text similarity. A
similarity threshold of 0.5 is applied to determine
correct matches. For temporal cost calculation,
the cost-increasing rate p is set to 1.5. The cut-
off range R is determined based on the average
speaking interval of each dataset: 2.5 seconds for
action narration and 1.5-6.0 seconds for dialogue
generation. In particular for dialogue generation,
we set L = R/2 to penalize delayed predictions
more heavily, because it is important for the model
to provide instruction of the next step before the
user begins performing it in the video.

B.2 LLM-based Evaluation

The detailed description of each metric and rubric
of 5-scale Likert score is described in List 9, which
is also the prompt given to the LLM judge. To
reduce the randomness of scoring, we repeat each
evaluation for 3 times, and use the average score as
the final score for each metric. We use LLaMA-3.1-
70B-Instruct as the evaluator in our experiments.

You are an expert in evaluating the quality of
user-assistant dialogues. Your task is to
evaluate dialog responses generated by an
assistant model that helps users with their
tasks. You should evaluate the dialogs by
comparing them to reference gold-standard
dialogues from professional assistants.

Requirement:

1. Read dialogues carefully and compare them
line by line. Keep you analysis concise and to
the point.

2. Evaluate the following aspects:

6https://huggingface.co/sentence—transformers/
all-mpnet-base-v2
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Figure 5: PROASSIST dataset statistics overview including task domain distribution, dialogue structure, duration
variability, and assistant interaction patterns. Mean values for each distribution are provided in the legend.

- Correctness: does each generated
instruction/feedback make sense (correct or
relevant) or not, based on the context and the
gold-standard reference?

- Promptness: does the assistant provide
guidance at the right time, or does it talk too
early or too late?

- Efficiency: does the assistant provide the
necessary information in a concise and
efficient manner, without too much repetition
or redundancy information?

- Overall: the overall helpfulness and quality
of the assistant’s responses.

3. For each aspect, give a score from 1 to 5
based on the following criteria:

- 1=very poor: most of utterances are
incorrect, irrelevant, mistimed, inefficient etc
- 2=poor: bad utterances that are incorrect,
irrelevant, mistimed are more than good ones

- 3=average: the number of good and bad
utterances are roughly the same

- 4=good: more good utterances than bad ones
- b=excellent: most of utterances are correct,
relevant, timely, efficient etc

Listing 9:
evaluation.

Prompt for LLM-based end-to-end

C Model Implementation Details

C.1 VideoLLM-Online Model
Implementation

We use LLaMA-3.1-8B-Instruct (Dubey et al.,
2024) as the base LLM and the pretrained SigLIP-
SO400M-14-3847 model (Zhai et al., 2023) as the
frame encoder. To extract frame features, we use
the embeddings from the second last layer of the
[CLS] token, and N x N patch features obtained
through average pooling of the corresponding patch
embeddings. In our experiments, we test with
three model variants with N = 0,1, 2, resulting
in I =1,5,10 tokens per frame, respectively. We
use a two-layer MLP as the projector to project the
visual features into the LLM’s embedding space
following (Chen et al., 2024). We remove the sepa-
rator token between frames because we find it does
not help with the performance.

7https://huggingface.co/google/
siglip-so400m-patch14-384
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I=1 I=5 1=10
Dataset * | Ori. Size Final Size Proportion | Ori. Size Final Size Proportion | Ori. Size Final Size Proportion

Dialogue 47.2% 45.9% 46.8%
PROASSIST-Ego4D 2 4795 9590 6.2% 12350 24700 9.1% 20718 41436 9.9%
PROASSIST-HoloAssist 2 7645 15290 9.9% 10957 21914 8.1% 16116 32232 7.7%
PROASSIST-EgoExoLearn | 2 5659 11318 7.3% 11414 22828 8.4% 18727 37454 8.9%
PROASSIST-EpicKitchens | 2 8051 16102 10.4% 12901 25802 9.5% 19320 38640 9.2%
PROASSIST-WTaG 6 929 5574 3.6% 2051 12306 4.5% 3537 21222 5.1%
PROASSIST-Assembly101 | 2 7503 15006 9.7% 8514 17028 6.3% 12738 25476 6.1%
Summarization 14.4% 13.2% 13.2%
PROASSIST-Summary 2 11103 22206 14.4% 17925 35850 13.2% 27612 55224 13.2%
Action Narration 18.0% 23.0% 24.2%
Ego4D-Narration 1 27719 27719 18.0% 62350 62350 23.0% 101672 101672 24.2%
Auxiliary 20.4% 17.9% 15.8%
Something-Something-V2 | 10 1320 13200 8.6% 2639 26390 9.7% 3959 39590 9.4%
LLaVA-Pretrain 2 5598 11196 7.3% 6714 13428 4.9% 7840 15680 3.7%
EgoObjects 20 355 7100 4.6% 434 8680 3.2% 552 11040 2.6%
Total 154k 271k 420k

Table 10: Detailed training data statistics for different model variants under the maximum sequence length of
L = 4096. We report the upsampling ratio (), the original dataset size after splitting and packing under different I,
the final dataset size after upsampling, and the proportion of each data source in the final mixture. The final data
size grows with the number of tokens used to encode each frame/image.

C.2 Training

Training Datasets Our models are trained on a

mixture of datasets:

* PROASSIST: We use two variants of the
dataset, both with and without the task recipe
provided as additional knowledge, to enable
the model learning and adapting to both setups
simultaneously.

PROASSIST-Summary: To enhance summa-
rization capabilities, we construct a video sum-
marization dataset from PROASSIST. In this
dataset, assistant dialogues are removed, leav-
ing only user dialogues and system prompts.
The learning objective is to generate the
progress summary at the end. This setup re-
quires the model to generate summaries di-
rectly from video and user inputs, avoiding
reliance on ground-truth assistant dialogue
context as a shortcut.

Online Action Narration: As described in
§6.1, this task focuses on real-time narration
of the camera wearer’s actions from live video
streams. We reformat the action narration la-
bels from Ego4D (Grauman et al., 2022) into
the PROASSIST dialogue style (e.g., "Assis-
tant: C opens the fridge"), with "C" denoting
the camera wearer. To prevent data contamina-
tion, we exclude all videos from the validation
and test sets of any Ego4D challenges.

* Auxiliary Vision-Language Datasets: We
also incorporate several additional datasets
to improve vision-language alignment: im-
age captioning data from LLaVA (Liu et al.,
2024a), action recognition from Something-
Something-V2(Goyal et al., 2017), and ego-
centric object detection data from EgoOb-
jects.(Zhu et al., 2023a). We repurposed
the labels into dialogue format and train the
model to generate them given a specific sys-
tem prompt for each task.

Data Preprocessing We extract video frames at
a rate of 2 frames per second (FPS) and align
the dialogue timestamps with the corresponding
frames. The streaming video-dialogue data is pre-
processed into sequences of interleaved image and
text tokens, as illustrated in Figure 3. We use a
maximum sequence length of . = 4096 tokens in
our experiments. Sequences are constrained to fit
within this length, and we aim to make their lengths
as close to L as possible to minimize padding
and improve computational efficiency. To achieve
this, for long videos in PROASSIST, we split them
and inject progress summarization prompts as de-
scribed in §5.3. For auxiliary vision-language
datasets, multiple samples are packed into a single
sequence of interleaved image-text format, such as
<IMAGES><Text><IMAGES><Text>.... Here, im-
ages can consist of single or multiple frames, and
text can represent image captions, action descrip-
tions, or object descriptions. This packing strategy



Ego4D-Narration Ego4D HoloAssist EgoExoLearn Assembly101

EpicKitchens WTaG

I=1 0.3 0.3 0.3
I=1 (w/ Klg) 0.3 0.3 0.3
I=5 03 03 0.3
I=5 (w/ klg) 03 0.3 0.3
=10 03 0.4 0.4
=10 (w/ klg) 03 0.3 0.4

0.3 0.3 0.2 0.3
0.3 0.3 0.2 0.4
0.4 0.3 0.3 0.4
0.4 0.3 0.2 0.5
0.4 0.3 0.2 0.4
0.4 0.3 0.3 0.4

Table 11: Selected speaking threshold 6 for each model on each subset. We evaluate a series of 6 values (0.1, 0.2,
...) for each setup and select the optimal threshold based on the appearance of a local maximum in F1 score as

increases.

significantly reduces the number of samples com-
pared to the original size. Since each frame is en-
coded into a varying number of tokens (1, 5, or 10),
the same number of images can produce different
token counts. Consequently, we apply the split-
ting and packing strategy separately for each setup,
where larger I values result in more samples in the
final training set. To balance the scale differences
among data sources, smaller datasets are upsam-
pled to achieve a more balanced mixture ratio. The
final training data statistics are summarized in Ta-
ble 10. Each data sample comprises a sequence of
interleaved image-text tokens, potentially includ-
ing hundreds of images, which presents significant
challenges for data loading during training. To
address this, we pre-extract image features using
our image encoder and store them on disk. Dur-
ing training, we load these pre-extracted features
directly rather than performing feature extraction
on-the-fly, resulting in a 6 x speedup.

Training Strategy We adopt a single-stage train-
ing approach following recent practices (Karam-
cheti et al., 2024; Tong et al., 2024; Chen et al.,
2024). During training, we freeze the image en-
coder, tune all parameters in the projector layers,
and perform parameter-efficient tuning of the LLM
using LoRA (Hu et al., 2022) with » = 128 and
a = 256. The AdamW optimizer (Loshchilov and
Hutter, 2017) is used with a learning rate of 2e—4
and 100 warmup steps. We employ a global batch
size of 256, 384, and 512 for I = 1, 5, and 10,
respectively. All models are trained for 4 epochs
on the mixed dataset described above. We use
8xH100 GPUs for training.

C.3 Inference

As described in §6.1, a speaking threshold 6 is
used to decide whether to speak at each time step,
where the model only decides to remain silent if the
probability of predicting the [EOS] token exceeds

0. We observe that the quality of model predic-
tions is highly sensitive to the choice of §. In our
experiments, we perform inference multiple times
with a series of thresholds on the validation split
of each subset to determine the optimal 6 for each
model. Given our observation that model perfor-
mance, in terms of F1 score, follows an inverse
U-shaped curve as 6 increases (Figure 4), we select
the 6 that yields the best local maximum of the F1
score. Table 11 summarizes the selected 6 values
for each subset. While this selection strategy aligns
reasonably well with human judgment (as shown in
Table 4), the chosen threshold is optimal for aver-
age performance across a set of videos rather than
for individual tasks. Additionally, in real-world
scenarios, a support set for hyperparameter tuning
may not always be available. We leave the devel-
opment of a better # selection strategy for future
work.

D Human Evaluation

IRB Approval The human evaluation process
was reviewed and approved by the Institutional
Review Board (IRB) of our institution before the
experiment started. The participants have all re-
viewed and signed the consent forms which can be
provided upon request.

Synthetic Data Quality Evaluation The set of
questions and rubrics presented to human evalua-
tors is detailed in List 10. The evaluation consists
of six questions: four assess the quality of the syn-
thetic dialogues, and two evaluate the accuracy of
the generated task goals and recipes. A 4-point
Likert scale is used to eliminate a neutral option,
encouraging evaluators to express definitive prefer-
ences and provide more decisive judgments (Gar-
land, 1991). The evaluation of human-collected
dialogues follows the same interface, with evalu-
ators blinded to the source of the dialogue. Each



dialogue is independently evaluated by two sepa-
rate evaluators.

Q1 (Dialogue Correctness): Are the assistant’s
instructions or answers factually correct?

1: Incorrect or misleading.

Mostly correct but with key errors.

Correct with minor issues.

Fully correct and precise.

A w N

Q2 (Dialogue Helpfulness): How helpful and easy
to follow is the assistant’s instruction?

1: Confusing and unhelpful.

2: Unnecessary and adds little value.

3: Helpful but hard to follow.

4: Helpful and easy to follow.

Q3 (Dialogue Alignment): Does the dialogue stay
aligned with the video content in real-time?

1: Misaligned with the video content.

2: Mostly aligned but with noticeable missteps.
3: Aligned with minor timing issues.

4: Perfectly aligned with the video.

Q4 (Dialogue Naturalness): Does the dialogue
sound natural and conversational?

1: Stilted or unnatural.

2: Somewhat natural but awkward in places.

3: Mostly natural with minor awkwardness.

4: Flows naturally and is fully conversational.

Q5 (Task Goal Accuracy): Does the task goal
accurately reflect the user’s intended task?

1: Inaccurate or completely misses the intended
task.

2: Mostly relevant but has key errors.

3: Accurate with minor issues.

4: Fully accurate and precise.

Q6 (Recipe Accuracy): Does the recipe
accurately describe the steps needed to
accomplish the task?

1: Inaccurate or misleading.

2: Mostly accurate but with notable errors.
3: Accurate with minor errors.

4: Fully accurate and clear.

Listing 10: Evaluation questions and rubrics for human
evaluation on the synthetic data quality of PROASSIST.

Metric Alignment with Human Preference For
the correlation experiment in Table 3, we collect
generated dialogues from three models: I = 1,
I =10, and I = 10 (w/ klg), on the same set of
tasks randomly sampled from our dataset. These
generated dialogues are presented side-by-side with
the ground-truth dialogues to human evaluators,
who are asked to rank the generated dialogues from
best to worst, allowing ties. For each task, we
derive three pairwise comparison results from the
human rankings. Similarly, pairwise comparison
results are derived from the rankings obtained using
either the F1 score or the LLM-assigned Overall
score. Finally, we compute the correlations be-

tween these metrics based on the pairwise compar-
ison results. We use a similar evaluation interface
for the best-picking experiment in Table 4, with
the only difference being that evaluators are asked
to select the single best model instead of ranking
all models. The match rate is calculated as the
proportion of cases where the best model selected
using our proposed metrics aligns with the human
selection.



Figure 6: Example of a cooking task in PROASSIST.

Figure 7: Example of a cooking task in PROASSIST.
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Figure 8: Example of a cooking task in PROASSIST.

Figure 9: Example of a assembly task in PROASSIST.
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Figure 10: Example of a laboratory task in PROASSIST.

Figure 11: Example of a cooking task in PROASSIST.
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